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presents an analysis of the decays of the W into an electron and neutrino from
a dataset with a luminosity of 18.2 pb~! collected by the Collider Detector at
Fermilab (CDF) from August 1992 to May 1993.

In Chapter 2, an overview of the analysis strategy is described along
with the critical detector components. In Chapters 3 and 4, the calibration
and understanding of the detector response to the electron from a W decay
are described. The measured masses of the T and Z resonances are used as
a cbeck. In Chapter 5, the reconstruction of the detector response to the rest
of the particles in the event, necessary to infer the neutrino momentum, is
described. In Chapter 6, the event modeling is described. Chapter 7 shows
how the presence of hackground processes is handled. Chapter 8 gives details
of the fitting method used to extract the W mass from the data. In Chapter 9,
the value of the W mass is presented and the the experimental uncertainties
are summarized. The measured W mass is compared to previous measure-
ments and current predictions. The implications of this measurement for the

Sltandard Model are discussed.






Droton .< ..................... : antiproton _

.. Figure 2.1: Kinematics of W boson production and decay for the events used
in this analysis,
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aging, the gains were set in early 1992 using Cesium-137 gamma-ray sources
which may be moved along each calorimeter tower at a depth corresponding
to electron shower maximum (~ 6 X,). The final calibration, derived from the
CTC momentum scale in Chapter 4, differs from this calibration with an RMS
spread of 3.4%, while the average was correct to better than 1%. Through-
out this thesis, momentum measurements by the CTC are denoted as p and

calorimeter energy measurements are denoted as E.

Muons created with pseudorapidity? || < 0.6 pass through the CEM
and the calorimeter behind it, the central hadronic calorimeter (CHA} {18],
leaving a minimum-ionizing energy deposition, typically ~ 3 GeV. The muon
subsequently traverses two sets of drift chambers, the central muon chambers
(CMU and CMUP) [19], separated by 0.6 m of steel. Muons emerging at
polar angles closer to the beamline (1.1 < || < 0.6), cross a different set of
drift chambers, the central muon extension (CMX). To identify muons, the
t[_'acka in either of these chambers are matched to CTC tracks associated with
minimum-ionizing calorimeter energy depositions.

For the W events used in this analysis, the recoil usually consiats of
low-energy particles which spray in all directions from the pp interaction. The
central calorimeters measure the energy flow of these particles over the range
|n| < 1.1. Gas-based sampling electromagnetic and hadronic calorimeters ex-
tend this coverage to || < 3.6 [20]. The gains of these devices were set using
50 GeV/c electrons and 50 GeV/c pions in a testbeam. Understanding the
response of these devices to the recoil from bosons is problematic for two rea-
sons. First, it depends on difficult details of the flow and energy distributions

of these particles. Second, the absolute gains and non-linearities of most of

2Pseudorapidity (n) is a convenient measure of polar angle at Fip colliders. It is defined
as n = —In(tan(f/2)), where 6 is the polar angle relative to the proton-beam direction.
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cuts, respectively. Moreover, requiring that the run not be taken immediately
after one of three long collision hall accesses, when the phototube gains were
unstable, causes 7.2% of the electron data to be removed. The final dataset
corresponded to 18.2 pb~!.

A sample of ~ 60,000 J/y — pu candidates sets limits on system-
atic deficiencies of the central tracking chamber (CTC) and determines its
absolute momentum scale. These events allow examination of the behavior of
the measured mass as a function of geometrical properties of J/4 production
and decay, such as opening polar angle between the muons, the average po-
lar angle of the muons, the region of the magnetic field being sampled, and
the transverse momentum of the J/+. The variation of the J/i mass peak
with the transverse momentum of the J/3 is used to set a limit on the non-
linearity of the device. Ultimately, the measured value of the J/i mass peak
sets the absolute calibration of the CTC from which all other energy scales in
the detector are derived. '

A sample of ~ 140,000 inclusive central electrons with Er > 9 GeV
is used to understand the response up to an overall normalization of the central
electromagnetic calorimeter (CEM). These events exploit the uniformity and
stability of the CTC to set common gains among the 478 CEM towers, “flatten
out” the energy response of the towers, which can vary by 10% near their
azimuthal edges, and reduce time dependences. A high-Er subset of these
events, t.e., those with Er > 18 GeV, whose momentum measurement in the
CTC is most sensitive to the presence of alignment errors, exploits the charge-
* independence of the CEM measurement to remove charge-dependent offsets
from the CTC calibration.

A sample of ~ 2000 dimuon events near the T mass serves as a check

on the CTC momentum scale.
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the predicted transverse mass spectrum for a range of W masses. The data
are compared to simulated transverse mass lineshapes for different masses to
extract the measurement of the W mass. The statistical uncertainties are ex-
tracted from the fits. To-measure the systematic uncertainties, many artificial
datasets with an effect varied are generated and fit as the data. The observed

mass shifts are used to calculate the systematic uncertainties.
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3.1 Track Reconstruction

The ionization of gas by the passage of charged particles produces
“tracks” in the VT'X and CTC detectors. Tracks reconstructed in the r — z
view using the VTX determines the locatioP of the interaction point vertex
on an event-by-event basis to within 1 mm along the beamline, i.e., in 2. The
distribution of vertices (shown for the W — ev sample in Figure 3.1) has an
RMS spread of 25-30 cm, depending on the accelerator conditions. Events
asgociated with a vertex more than 60 cm from the center of the detector are
rejected to keep only those events for which the projective nature of the de-
tector i used and for which the tracking measurements are best understood.
Charged particles with |5| < 1.2 pass through a ~ 1.4 T axial magnetic field
leaving a track in the CTC with curvature in the r — ¢ plane inversely pro-
portional to the particle’s transverse momentum. The track’s trajectory is
measured at up to 84 space points from a radius of 30.9 to 132.0 cm from the
beamline. These points are fit to the trajectory of a particle described by five
helical parameters: r — ¢ curvature, r — ¢ impact parameter, azimuthal angle,
polar angle, and origin of the track along the beamline (in z). In 1986, the field
was mapped using a rotating search coil [22] and deviations from a uniform
axial field of order 1% were measured. Since during the map the solenoid was
run at 5000 A, rather than the 4650 A used during the 1992-93 run, the field
measurements were scaled down by the ratio of the currents and corrections
of order 1% were made to account for saturation in the steel return yoke. The

resultant deviations from an otherwise helical trajectory are included in the

fit used to reconstruct the tracks.

The resolution of the track momentum for prompt particles is im-

proved by a factor of two by the subsequent application of a “beam-constraint.”
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The beam-constraint adds a point to the track by including the interaction
point. To accomplish this, the positions and slopes of the beams are mea-
sured on a run-by-run basis using the measured origin of inclusive charged
particle tracks in the silicon vertex detector (SVX) [23]. These data and the
event-vertex position in 2 as measured by the VTX yield the extra point on
the beamline in the r — ¢ projection. The beam-constraint of muon tracks
includes the effect of ionization energy loss to the (8.9+1.3)% X, (on average)
of material traversed before entering the CTC. (See Section 4.6.) The effect of
electron bremsstrahlung is not included in the track reconstruction, but rather

is included in the simulation of track reconstruction in Chapter 4.

3.2 False Curvatures

Misalignments of the wires, inadequate nominal drift times in the
C_TC, and large-scale distortions of the chamber may give rise to false curva-
tures in the track reconstruction. Since a false curvature is independent of the
charge of the particle, it causes a charge-dependent momentum shift between
pogitive and negative tracks. The fractional shift in momentum is largest at
small curvatdres, i.e., high transverse momentum. Fortunately, these offsets
cancel to first-order in mass measurements of the W, Z, J/+¢, and T, since the
momentum spectra of their daughters are charge-symmetric. The false curva-
tures must be kept small to control second-order biases on the W mass which
may arise from at least two effects: non-linearities arising from the limita-
-tions of the charge-averaging of the charge offsets and polar-angle-dependent
false curvatures affecting the W mass due to the charge asymmetry in the
production and decé.y of W bosons.

False curvatures are reduced by exploiting the charge-independence
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curvature due to a residual 0.5% polar-angle false curvature modulation via
the asymmetry of the electron distribution from W decay is studied using
the simulation introduced in Chapter 6. The effect contributes a 0.02% scale
uncertainty, or 15 MeV/c? on the W mass. The possibility of non-linearity in

the CTC momentum measurement is addregsed in the following section.

3.3 CTC Scale Calibration

The nominal absolute scale of the CTC, from which all other en-
ergy scales in the experiment are derived, is determined by normalizing the
observed J/¢ — up peak to the value of 3096.93 MeV/c? from the Particle
Data Group (PDG) [26]. The sample of 60,000 J/¢) — puy events is shown in
Figure 3.4. The procedure is summarized here, but more detail may be found
in Reference [27].

‘ A list of systematic uncertainties incurred while normalizing the CTC
scale to the J/¢ mass and in extrapolating to the curvatures of W electrons is
given in Table 3.1. The entries in the table are now described line-by-line. The
data are fit to a Gaussian with a linear background in a 100 MeV /c? window
centered on the PDG value. The fit determines the mean with a statistical
accuracy of 0.1 MeV/c?. Fits using wider windows yield shifts consistent with
that expected from the radiative tail. Each muon is corrected for minimum-
ionizing energy loss in material traversed before entering the tracking volume.
The amount of material is calculated both from a detailed accounting of all
‘matter installed between the beamline and tracking volume and is also directly
measured from the size of the radiative tail of the E/p distribution for W
electrons and counting conversions. (See Chapter 4.) The additional material

indicated by the measurement is included when reconstructing tracks. Since





















































































































Chapter 5

RECOIL MEASUREMENT

As discussed in Chapter 2, the only measured quantities relevant to
the W mass measurement are the transverse momenta of the electron and
the recoiling hadrons. The preceding chapters described the electron energy
and momentum measurements in detail; this chapter describes how the recoil is
réconstr ucted, including the corrections applied to avoid biasing the transverse

mass measurement.
5.1 Recoil Reconstruction

The CDF detector is instrumented with sampling calorimetry used
over the range || < 3.6 [20]. Each detector consists of an electromagnetic
detector in front of a hadronic detector. Detector energy thresholds are set
above the RMS spread of the noise characteristic of each detector, ranging
from 100 MeV for the central detectors to 800 MeV for the forward hadronic
detectors. The detectors are segmented into towers each covering a range of
~ 0.1 x 15% in  — ¢ space in the central region and ~ 0.1 x 5° in the “plug”

and “forward” detectors. A full description of the coverage and segmentation
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of all the calorimetry subsystems may be found in Table 3 of Reference {13].

The energy in each tower is converted to a transverse energy using:
E%ower — gtower = .. 9, (5.1)

where EYOWeT ig the energy measured in the tower and @ is the polar angle
between the beamline and the vector pointing from the W event vertex to the
center of the cell. The nominal W event vertex is the closest well-reconstrncted
vertex to the extrapolation of the electron track back to the beamline.

The nominal energy scale of each detector was transferred from test-
beam electrons and pions. The calibrated response is essentially that for
50 GeV/c beams. For this measurement, an absolute recoil energy calibra-
tion is achieved by balancing momentum in Z — ee events using the event
modeling technique described in Chapter 6.

To study the modeling of W production and the measurement of the
rqcoi], the recoil transverse energy vector, u, is conveniently decomposed into
its components, u;; and u,, where u;; is the component of the recoil parallel
to the electron’s azimuthal direction and u, is perpendicular to it. As evident
from Equation 2.3, care must be taken not to bias the component of the recoil
parallel to the electron direction, u;/, because that would systematically shift
the transverse mass measurements. Several effects are investigated: systematic
shifts from leakage of the electron shower into neighboring towers, soft particles
from the recoil hitting the same towers as the electron cluster without causing
it to fail the electron identification cuts, and biases in < u;; > due to the
electron identification cuts.

The bias due to excising the electron from the event may be esti-
mated. The recoil energy flow near the electron and the energy leakage are

measured by looking at the towers adjacent in azimuth to the electron cluster.
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Figure 5.2: Distribution of |u| in the W — ev sample.
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